Adaptation or Assimilation? Sequential Effects in the Perception of Dynamic and Static Facial Expressions of Emotion
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Abstract. In emotional facial expressions, sequential effects can result in perceptual changes of a briefly presented test expression due to a preceding prolonged exposure to an adaptor expression. Most studies have shown contrastive (adaptation) aftereffects using static adaptors: a test is perceived as less similar to the adaptor. However, the existence and sign of sequential effects caused by dynamic information in the adaptors are controversial. In a behavioral experiment we tested the influence of realistic (recorded from an actor’s face) and artificial (linearly morphed) dynamic transitions between happy and disgusted facial expressions, and of static images of these expressions at their peak, on the perception of ambiguous images perceived by individual participants as 50% happy and 50% disgusted. Adaptors (1210 ms each) were repeated four times before presenting the test stimulus (50 ms). Contrary to static prototypical expressions, which revealed contrastive aftereffects, both realistic and morphed transitions led to assimilative effects: ambiguous expressions were perceived and categorized more often as the emotion depicted at the end of the dynamic adaptor. We found no evidence in favor of or against the influence of the linear or non-linear nature of the dynamic adaptors. The results indicate that adaptation to static and dynamic facial information might have dissociated mechanisms. We discuss possible explanations of the results by comparing them to studies of representational momentum and to studies of sequential aftereffects in lower-level dynamic visual stimuli, which showed the change of an aftereffect sign due to shorter or longer adaptation times.
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Introduction

The phenomenon of perceptual adaptation is a particular type of contextual influence that one object — the adaptor — can have on another object of the same kind, if they are presented in sequence. A prolonged (at least several seconds) exposure to an adaptor with a high level of a particular characteristic affects the perception of a subsequent briefly presented ambiguous test stimulus, so that its evaluation in terms of the same characteristic changes due to the influence of the adaptor. The procedure itself is also referred to as “adaptation”. In a constantly changing environment, adaptation helps to recalibrate our perception, detect even small deviations from the average context, or keep a representation of an object constant.

In psychophysical studies, two types of sequential effects of adaptation have been described (Palumbo, Ascenzo, & Tommasi, 2017). The first one is the “assimilative” effect, which causes a stimulus to be perceived as more similar to the preceding adaptor than when it is presented alone or after an adaptor from a different category. The second one is the “contrastive” effect that leads to a stimulus being perceived as less similar to the preceding adaptor. As the latter occurs more often, the term “adaptation” is often used as a synonym for contrastive sequential effects only.

Apart from only a few exceptions (Furl et al., 2010; Hsu & Yang, 2013), it is the contrastive effect of adaptation that was revealed in a number of studies of facial emotional expression recognition. Most of them used static images of intense (prototypical) expressions as adaptors, and static images of ambiguous expressions or neutral faces as test stimuli (Butler, Oruc, Fox, & Barton, 2008; Cook, Matei, & Johnston, 2011; Ellamil, Susskind, & Anderson, 2008; Hsu & Young, 2004; Juricevic & Webster, 2012; Leopold, Rhodes, Muller, & Jeffery, 2005). To explain the mechanisms underlying static face adaptation, two models have been proposed: norm-based coding and prototype-based coding. The first model suggests that different facial attributes such as facial identity, age or gender are coded in the opponent manner in relation to an “average” (or “norm”) face that is located in the center of a “face space” (Jeffery et al., 2011; Rhodes & Leopold, 2011). The dimensions of this space would represent various facial configurations that allow us to distinguish people from each other. The same model is also used to explain the contrastive facial expression aftereffects, which can be observed after adaptation to artificially constructed anti-expressions (Cook et al., 2011; Skinner & Benton, 2010). But recently it has been shown that anti-expressions probably have a different status compared to realistic expressions and do not represent natural categories (Matera, Gwinn, O'Neil, & Webster, 2016), so their use in adaptation studies might lead to lower ecological validity.

According to the other model, each facial expression is represented as a distinct category, or prototype, with only minor influences of other categories when they are used as adaptors (Juricevic & Webster, 2012), or with asymmetric interactions between these categories (Hsu & Young, 2004; Korolkova, 2017; Pell & Richards, 2011; Rutherford, Chattha, & Krysko, 2008). It is suggested therefore that adaptation reduces the sensitivity of the observer to the features of only this category, so the features of any other emotional category in the test stimuli become more salient.

The adaptation effects cannot be explained exclusively by low-level modality-specific aftereffects, but involve higher-level processing: for example, there is at least a partial transfer of aftereffects from one facial identity to another (Ellamil et al., 2008; Fox & Barton, 2007) as well as between different viewpoints of the same face (Benton et al., 2007). In addition, several recent studies have found evidence for crossmodal emotional adaptation between facial and vocal expressions of emotion (Pye & Bestelmeyer, 2015; Skuk & Schweinberger, 2013; Wang et al., 2017; Watson et al., 2014), and between tactile and facial ones (Matsumiya, 2013), suggesting that an amodal evaluation of emotion might shift the decision criteria used to judge the expression (Storrs, 2015).

The results obtained on static faces, as well as the underlying mechanisms, are often generalized to explain our perception of faces in real life. Nonetheless, to date, only a limited number of studies have explored the adaptation effects in dynamic faces, and it is still not fully understood whether they share the same mechanisms as static face aftereffects or not. Since in real life we perceive faces that are constantly moving (such as those of our communication partners), it may be more ecologically relevant to explore the sequential effects of dynamic facial expressions as well. In the present study we aimed at a deeper understanding of the features of dynamic face aftereffects and at broadening our knowledge of face perception in general.

An early unpublished study that compared the perceptual adaptation to static and dynamic facial expressions found no aftereffects with the dynamic adaptors (Dubé, 1997). The existence of two separate systems was suggested: the first one analyzes dynamic information and is probably updated more frequently than the second one, which analyzes static information. Thus the former may be less prone to contextual influences than the latter. As an explanation of the obtained results, it was also suggested that there may be a lack of information transfer between the two systems, and although there were no aftereffects with the use of dynamic adaptors and static tests, contextual influences might be possible when both the adaptor and test are static, or when both are dynamic.

In line with this suggestion, several papers introduced dynamic test stimuli. In one study, low-intensity dynamic expressions of happiness and disgust were categorized after adaptation to dynamic or static “anti-expressions” compared to a baseline condition of a dynamic (rigid head motion only) or static neutral face (Curio, Giese, Breidt, Kleiner, & Bültthoff, 2010). All expressions were 3D-modeled avatars based on a motion-captured actor’s facial expressions starting from neutral, then reaching its peak intensity, and finally decreasing back to the neutral state. However, contrary to the prediction previously made by Dubé, the results showed that compared to adaptation to a neutral face, adaptation to both static and dynamic anti-expressions equally increases the recognition rate of the low-intensity dynamic tests (Curio et al., 2010, Experiment 1). When the same anti-expressions were presented with their frame order reversed in time, they produced an aftereffect of the same size as in non-reversed adaptors (Curio et al., 2010, Experiment 2), therefore suggesting the independence of facial expression aftereffects from the dynamic organization of the adaptor.
Another study used the same 3D model to animate the avatars, but the adaptors started with a neutral expression and proceeded to a peak-intensity happy or disgusted expression (de la Rosa, Giese, Bülthoff, & Curio, 2013). The adaptation effect to these dynamic stimuli was significantly lower compared to static images, while test stimuli were frame-by-frame morphs of the two dynamic adaptors (happy and disgusted). As this study also varied the availability of rigid head motion and showed that it can modulate the size of the adaptation effect, it was suggested that both static and dynamic types of information are important for the aftereffects.

The hypothesis of separate mechanisms of adaptation to static and dynamic information in facial expressions, which could accumulate to produce a larger effect in dynamic faces, has been explicitly tested (Korolkova, 2015, Experiment 1). This study did not reveal any additional aftereffects due to the dynamic organization of facial expressions compared to static images. In particular, when participants were adapted for 5 seconds to static images of intense happy or sad expressions, the subsequently presented ambiguous static expressions derived from transitions between happiness and sadness were biased away from the adaptor, which is consistent with other static-face adaptation studies. Adapting to dynamic stimuli, which started from an ambiguous expression and then developed towards prototypical happiness or sadness, led to an adaptation effect of the same size as in static adaptors. However, in the case of dynamic transitions between happy and sad displays presented as adaptors, no aftereffects were observed at all; that is, the perception of subsequently shown static facial expressions did not change depending on the previously displayed transitions. This lack of influence of dynamic organization of the adaptor was consistent with the study by Curio et al. (2010). In a follow-up experiment, the time of adaptation to dynamic transitions was prolonged to 10 seconds (Korolkova, 2015, Experiment 2); in this case a contrastive aftereffect was found, and it was suggested to occur due to static (configural) information of the emotion, and not due to its dynamic properties.

In sum, the debate about the influence of dynamic information on facial emotional expression aftereffects is not resolved. One possible limitation of a previous study (Korolkova, 2015) was that the natural speed of facial dynamics was substantially changed to make the adaptors long enough. According to other studies, at least one second of exposure to a static peak expression is necessary to obtain the contrastive aftereffect (Burton, Jeffery, Bonner, & Rhodes, 2016), and adapting for about 5 seconds consistently leads to an above-chance effect both for static and dynamic adaptors (de la Rosa et al., 2013; Hsu & Young, 2004). To achieve this adaptation time, in the previous study the dynamic transitions were presented 5 times slower than the original recordings of the facial displays, while the speed of the dynamic expressions starting from an ambiguous display was up to 19.5 times slower (Korolkova, 2015). This speed alteration could have made the adaptors highly unnatural, which could affect their perception and influence on the subsequent static images. Therefore in the present study, to reduce the impact of this unnaturalness, we adopted another paradigm (Curio et al., 2010; de la Rosa et al., 2013) that allowed us to achieve the overall prolonged adaptation time by presenting several identical dynamic adaptors in a row without significant speed alterations.

Another factor that can possibly influence the existence of aftereffects is the qualitative characteristic of the facial dynamics in the adaptor. In previous studies, either 3D avatars based on actors’ motion capture were used as adaptors (Curio et al., 2010; de la Rosa et al., 2013), or the adaptors were video recordings of actors’ faces (Dubé, 1997; Korolkova, 2015, 2017). However, evidence has emerged that the recognition of emotions from realistic (based on non-linear face movements) and artificial (linearly morphed) dynamic facial displays can differ (Cosker, Krumhuber, & Hilton, 2015; Dobs et al., 2014; Korolkova, 2018; Krumhuber & Scherer, 2016), and therefore it is possible that adaptation aftereffects to these types of stimuli might also be different. In particular, presenting morphed adaptors with smooth linear transitions might update the dynamic system less frequently than natural movement, which can have different speeds in different face regions, and thus morphed adaptors might lead to a higher adaptation effect.

In the current study we explored the adaptation to static facial expressions and the dynamic transitions between them, both realistic and artificial. We expected contrastive aftereffects after adaptation to static prototypical expressions; the static-adaptor conditions served as a baseline, to which the dynamic-adaptor conditions were compared. In the case of dynamic adaptors, there could be no effect of adaptation, which would be similar to Experiment 1 in a previous study with video recordings (Korolkova, 2015), or a contrastive effect, as has been found in studies using artificial avatars (Curio et al., 2010; de la Rosa et al., 2013). The lack of aftereffect in the case of dynamic adaptors but its presence in the static adaptors would indicate dissociated mechanisms for the two conditions, with the prevalence of low-level visual processing in the case of static adaptors. If, on the other hand, the adaptation aftereffect is found in both static and dynamic adaptors, the impact of higher-level processing and emotion judgments might be more important for producing the aftereffects. Finally, we included the factor of natural or artificial dynamics in order to compare the aftereffects after adaptation to video recordings and to linear dynamic morphing. If naturalness/linearity is important for adaptation, we expected a difference in the aftereffects; otherwise, if it does not play any role in adaptation, the aftereffects for both video recordings and morphing would be similar. As traditional frequentist methods of hypotheses testing cannot provide evidence in favor of no differences between conditions ($H_0$), we used Bayes factors as an additional measure to compare the aftereffects between three types of adaptors, as well as in each of them.

Materials and Method

Participants

Eighty-seven people participated in the study. Among them, 30 participants (20 females, 10 males, ages 17–58, median age 20 years) were included in Group 1 (adaptation to video recordings); 30 participants (21 females, 9 males, ages 17–37, median age 18.5 years) were included in Group 2 (adaptation to morphed transitions); and
27 participants (20 females, 7 males, ages 17–23, median age 19 years) were included in Group 3 (adaptation to static images). All participants had normal or corrected-to-normal vision. The study was conducted in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki).

**Stimuli**

Stimuli were based on video recordings of a female poser who showed transitions between prototypical happy and disgusted expressions on her face. Although happiness and disgust are not considered opponent emotions — according to other studies, the opposite of happiness is sadness, but there is no clear opposite to disgust (Hsu & Young, 2004; Korolkova, 2017; Rutherford et al., 2008) — we selected these two expressions to be able to compare the results of the current study to previous ones that also explored the adaptation to dynamic expressions (Curio et al., 2010; de la Rosa et al., 2013). The overall length of the experiment allowed us to present only the transition between one pair of emotions, although further studies should extend the range of transitions used as dynamic adaptors, as has been done previously with a wider range of static and dynamic basic emotions (Korolkova, 2017; Rutherford et al., 2008). We presented recordings of only one female poser, because of the lack of large and readily available datasets of naturalistic dynamic transitions between basic emotions. This may prevent the results of the current study from being generalized to other emotions and posers.

The technical details of the expression recording procedure have been described elsewhere (Korolkova, 2017). Briefly, the poser was asked to practice performing basic expressions and the transitions between them before the recording session. She was provided with sample images of intense expressions during the recording session and was asked to look straight into the camera placed in front of her, and to avoid blinking during posing. Her face was recorded continuously at a speed of 120 frames per second. After the recording session, the transitions between emotions were cropped out of the recording so that each transition started with one of the two intense expressions (either happiness or disgust) and then dynamically changed to the other intense expression (disgust or happiness). All frames of the video clips were rotated to correct for head tilt and cropped to 370 × 600 pixels. Each resulting clip lasted 1 second (121 frames). In addition we used linear morphing software (Abrosoft FantaMorf 3.0) to prepare artificial dynamic transitions between the first and the last frames of each video clip. The number of frames, frame rate and linear dimensions of each image in the morphing sequences were the same as in the corresponding video clips. Sample frames from both transitions, including the first and last frames and intermediate frames used in the categorization task (see below), are shown in Figure 1.

The dynamic transitions were presented with normal and reversed order of frames. In the case of a contrastive aftereffect, we expected that after adaptation to a dynamic transition with the normal frame order, the perception of an ambiguous static expression would be biased away from the emotion at the end of the adaptor, compared to adaptation to the same but time-reversed transition. That would mean that the expression at the end of the transition acts...
similarly to a static adaptor, and there are no influences of previously shown dynamic changes on the perception of the test stimulus.

Each participant completed two tasks in sequence: a categorization task and an adaptation task (described in detail in Design and Procedure section below). The categorization task included presentation of test stimuli, and the adaptation task included presentation of adaptors and test stimuli. Adaptors and tests differed between the three experimental groups (see Table 1 for a summary). In Group 1, test stimuli in the adaptation and categorization tasks were intermediate static frames derived from each video clip, and adaptors were dynamic video clips presented to the participants either with the normal frame order or with the order of frames reversed in time. In Group 2, the test stimuli were static frames derived from morphing sequences, and adaptors were dynamically presented morphing sequences. As well as in the Group 1, the adaptors were shown with normal and reversed order of images: the normal-order morphing adaptors were the sequences starting from the first frames of the video clips and then morphed towards the end, while the reversed-order morphing adaptors were the sequences starting from the last frames of the video clips and morphed towards the start. In Group 3, the test stimuli were intermediate frames from the video clips (exactly the same as in Group 1), and adaptors were the first and the last frames of each video clip presented as static images.

**Apparatus**

The experimental procedure was programmed using PXLab — a collection of Java classes for programming psychophysical experiments (Irtel, 2007) with modifications by Alexander Zhegallo (Zhegallo, 2016). Static and dynamic faces were presented on a ViewSonic G90F 17” CRT display (vertical refresh rate 100 Hz, 1024 × 768 pixels), and at a distance of 60 cm they subtended a visual angle of 16° × 20”.

**Design and Procedure**

The study had mixed factorial design with one between-group factor, **Stimuli type** (video clips, linear morphs or static images), and two within-subject factors: **Transition** (corresponding to the change of expression displayed by the poser: happiness-to-disgust or disgust-to-happiness) and **Frame order** (normal, ending with the last frame of original video recordings, or reversed, ending with the first frame of original recordings). In Group 3, where only static images were presented as adaptors, a “normal-order” adaptor was the last frame of the transition, and a “reversed-order” adaptor was its first frame. For example, the normal-order adaptors of three different types derived from the original happiness-to-disgust transition were the following: happiness-to-disgust video recording in Group 1; linear morphing sequence from happiness to disgust in Group 2; and static image of disgust in Group 3.

The experimental procedure was the same in the three Groups and included two tasks, completed sequentially by each participant. The first task was categorization of static intermediate images between happy and disgusted expressions, and the second task was perceptual adaptation to expressions.

In the categorization task, nine intermediate images from each of the two transitions (happiness-to-disgust and disgust-to-happiness) were presented one at a time on a light-gray background until response, separated by a 700-ms black central fixation cross. Images were derived from the middle part of the video clips (Groups 1 and 3) or from the morphing sequences (Group 2). They were separated by 5 frames (1/24 second) of the original video recordings, and by the same 5 images in the morphing sequences. For each transition, the range of the stimuli was based on the results of a pilot experiment to ensure that ambiguous expressions (50% “happy” responses and 50% “disgusted” responses), as well as those perceived unambiguously as happiness or disgust, were included. The participants were asked to watch the stimuli and to press the left arrow button on a standard keyboard, as fast as possible, if the presented image looked more like a happy face, and to press the right arrow button if it looked more like a disgusted face. Each image was repeated 20 times (360 trials in total, fully randomized). Presentation time was unlimited (until response). Two additional practice trials with the last frame of each sequence were presented before the main experiment.

Based on the responses collected in the categorization task, psychometric functions were fitted individually for each participant (see Data Analysis section below). In each of the two transitions, an ambiguous image closest to the point of subjective equivalence (50% happy / 50% disgusted) was extracted to serve as a test stimulus in the subsequent adaptation task. Note that the 50% happy / 50% disgusted images were estimated based on the psychometric functions and were not necessarily presented to the participants during the categorization task.

In the adaptation task each trial included the following: 500-ms fixation cross; one to five adaptors (each was shown for 1210 ms followed by a blank screen for 300 ms); test stimulus outlined by a thin white frame (50 ms); blank screen (300 ms); invitation to make a response as to whether

**Table 1. Test Stimuli and Adaptors in the Three Experimental Groups**

<table>
<thead>
<tr>
<th>Stimuli and task</th>
<th>Group 1 (Video)</th>
<th>Group 2 (Morphs)</th>
<th>Group 3 (Static)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test stimuli (identification task)</td>
<td>Nine intermediate frames from each video clip (see Figure 1)</td>
<td>Nine intermediate frames from each morphing sequence (see Figure 1)</td>
<td>Same as in Group 1</td>
</tr>
<tr>
<td>Test stimuli (adaptation task)</td>
<td>One intermediate frame from each video clip, closest to the categorical boundary for individual participants</td>
<td>One intermediate frame from each morphing sequence, closest to the categorical boundary for individual participants</td>
<td>Same as in Group 1</td>
</tr>
<tr>
<td>Adaptors (adaptation task)</td>
<td>Video clips of transient expressions (happy-to-disgusted and disgusted-to-happy) presented with normal frames order and reversed in time</td>
<td>Linear interpolation between first and last frame of each video recording presented with normal frames order and reversed in time</td>
<td>First and last static frames from each video recording</td>
</tr>
</tbody>
</table>
the image in the white frame looked more like a happy or disgusted face. We varied the number of adaptors to maintain the participants’ attention and to make the exact moment of test stimuli presentation less predictable. Main trials included four adaptors, same as in an earlier study (de la Rosa et al., 2013), and distractor trials included 1, 2, 3 or 5 adaptors. Using four adaptors in a row allowed for a longer overall adaptation time, while the speed of the transitions was only 20% lower than in the original recordings. This speed adjusting was necessary because the frame rate of the video recordings (120 frames/second) was higher than the refresh rate of the monitors we used (100 frames/second), and we wanted to ensure that every frame of the original recordings would be shown for the same duration (10 ms). The distractor trials with each number of adaptors were counterbalanced between the emotional transitions and were distributed uniformly over the four blocks of the task. For each transition we used only one test stimulus, corresponding to the individual categorical boundary for this participant; therefore, the test stimuli varied between all participants. For each of the two transitions, the main trials with adaptors presented in normal and reversed frame orders were repeated 28 times each. In total, there were 128 trials (16 distractors and 112 main trials) divided into four blocks with self-paced pauses between the blocks. Within each block, the main trials and distractors were randomized. Four additional practice trials (distractors only) were presented before the main experiment.

Data Analysis
The data were analyzed using the R language of statistical analysis, Version 3.4.2 (R Core Team, 2016).

The data from the categorization task for each participant were first filtered to exclude trials in which response times were lower than 100 ms or higher than 10 seconds. The filtered data were used to fit individual psychometric curves using the quickpsy package, Version 0.1.4 (Linares & López-Moliner, 2016), and to estimate the categorical boundary between happy and disgusted expressions for each participant. The psychometric curves were of the following type:

\[ \psi(x) = \gamma + (1 - \gamma) \times f(x), \]

where \(\gamma\) is the baseline of random responses (set as .5), \(x\) is the position of the intermediate frame in the video clip or morphing sequence (further referred to as frame number), and \(f\) is the sigmoidal function with asymptotes 0 and 1. In addition we smoothed the response time (RT) data with LOESS (non-parametric local regression) curves with 50% smoothing to estimate the frame number with the highest RT. This measure served as an additional estimate of the categorical boundary, at which observers tend to respond slower than when they categorize the images falling within one of the categories. For each transition and each stimuli type (corresponding to video, morph and static adaptors), we calculated FDR-corrected paired t-tests between the boundary estimates from the categorization data and from the RT data.

Adaptation data were analyzed with mixed-effects logistic regression using the lme4 package, Version 1.1–15 (Bates, Mächler, Bolker, & Walker, 2015). The dependent variable was the test stimuli categorization (happiness or disgust). The fixed factors were Transition, Frame order, Stimuli type, and their interactions. The model included a random intercept for each subject, but did not include the overall intercept. We also modeled a random slope for the frame that corresponds to the individual categorical boundary for each subject. In the formula notation used in lme4, the regression model was the following:

\[ \text{Response} \sim 0 + \text{Transition} \times \text{Stimuli Type} \times \text{Frame Order} + (1 | \text{Subject}) + (0 + \text{Boundary} | \text{Subject}), \]

where Response is the dependent categorical variable (“disgust” or “happiness”); 0 represents exclusion of the overall intercept; Transition × Stimuli Type × Frame Order are fixed factors and their two- and three-way interactions; (1 | Subject) is random intercept for each subject and (0 + Boundary | Subject) is the random slope for each subject’s categorical boundaries.

The factors were sequentially added to the null model (with random intercept only), and the deviance for the pairs of models (with and without each factor) was tested using Pearson’s \(\chi^2\). The deviance was calculated as \(-2(l_1 - l_0)\), where \(l_1\) and \(l_0\) are maxima of log-likelihood for the model with the factor \((l_1)\) and without it \((l_0)\). For each combination of the fixed factors, confidence intervals were computed using nonparametric bootstrap (1000 permutations). Akaike Information Criterion (AIC) was also computed.

We used the values predicted by the model to calculate simultaneous linear contrasts between normal and reversed conditions, for each transition and stimuli type. We also compared differences between normal and reversed conditions across three stimuli types. Contrasts were calculated using the multcomp package, Version 1.4–8 (Hothorn, Bretz, & Westfall, 2008), and FDR correction was applied.

In addition, Bayes factors (Bayesian two-sample t-tests) were computed using the BayesFactor package, Version 0.9.12.2 (https://cran.r-project.org/package=BayesFactor) to estimate the adaptation effect (based on predicted values) in each adaptor type, and to compare it between three types of adaptors. We used Cauchy prior distribution with width = 0.707. Bayes factors, unlike p-values, can provide inference in favor of the null hypothesis (an absence of differences between conditions).

Results
Expression Categorization
Filtering the data based on response time removed 243 trials (0.78%) out of the total amount of categorization trials (31,320) across all groups of participants, after which the individual psychometric curves were fitted. An example of the psychometric curves and RT of one representative participant from Group 3 is shown in Figure 2. Individual threshold levels were estimated from categorization and RT data and then averaged across participants in each group (see Table 2 and Figure 3). All FDR-corrected t-tests between the individual categorical boundaries based on the categorization and RT data were not significant \((p > .05)\), which means that the two different estimates match each other and may be considered a relevant boundary measure.
Figure 2. An example of psychometric curves and response time of one participant from Group 3. **A:** proportion of the “happy” responses for each presented frame derived from disgusted-to-happy (DI-HA) and happy-to-disgusted (HA-DI) video recordings. Red curves represent the fitted psychometric function; red error bars represent 95% confidence intervals for the categorical boundary estimated from the categorization data. Blue vertical lines represent the categorical boundary estimated from the RT data (for visualization purposes). **B:** mean response time for each frame. Blue curves are LOESS regression curves fitted to the RT data. Red vertical lines correspond to the categorical boundary estimated from the categorization data (for visualization purposes). The frame count in all types of stimuli starts from 1 and ends at 121. DI = disgust; HA = happiness.

Figure 3. Images corresponding to group averages of the categorical boundaries based on categorization data in the three groups of participants. Note: These images are presented for the purpose of illustration only; they are not the exact images presented to individual participants as test objects in the adaptation experiment.
Adaptation to Dynamic and Static Expressions

Mean values and standard errors were calculated across participants for all main trials (Figure 4), as well as for distractor trials with different numbers of adaptors (Figure 5). We did not compare the results for main and distractor trials with statistical tests, because the number of main trials was much larger, and there were only a few distractor trials with each number of adaptors.

We also did not compare the results of the adaptation experiment with the categorization task: the differences in their procedures (for example, in presentation time of the test stimuli or in the overall structure of the trial) could have influenced the results significantly. For instance, the presence of the context (adaptor) itself in the adaptation task, or its absence in the categorization task, might provide additional information about the range of possible expressions. Therefore we only make comparisons between adaptors with two different frame orders within each transition and adaptor type.

A regression model fitted to the adaptation data (main trials only) explained 70% of the overall data dispersion (for fixed effects, $R^2_m = .120$; for the full model, $R^2 = .703$). The random intercept and random slope for the categorical boundary were significant, as were all fixed factors and their interactions, with the only exception being the main effect of frame order, which was not significant (see Table 3). Nevertheless, we included this factor in the final model. Based on the model fit, estimated means and simultaneous 95% confidence intervals for each combination of levels of fixed factors were calculated (see Table 4 and Figure 4).

There was an overall bias towards “happy” responses: based on the calculated confidence intervals, its proportion after adaptation to normal-order video adaptors, the reversed-order static adaptor (static image of “disgust”), and both normal and reversed-order morphed adaptors in transition from disgust to happiness, as well as in the reversed-order morphed adaptor in the happiness-to-disgust transition, was significantly higher than chance (50%). In other adaptors, the proportion of “happy” and “disgusted” responses was lower or was not significantly different from chance.

Simultaneous linear contrasts revealed that after adaptation to static happy expressions (the “normal frame order” condition in the disgusted-to-happy transition and the “reversed frame order” condition in the happy-to-disgusted transition), the likelihood of recognizing an ambiguous expression as happiness was significantly lower than after the adaptation to static expression of disgust (the “reversed frame order” condition in the disgusted-to-happy transition and the “normal frame order” condition in the happy-to-disgusted transition). That is, the classical contrastive effect of adaptation was revealed (Table 5).

### Table 2. Averaged Categorical Boundaries Between Happy and Disgusted Expressions Estimated from Categorization and Response Time Data

<table>
<thead>
<tr>
<th>Series</th>
<th>Transition</th>
<th>Categorization Data</th>
<th>Response Time Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Video</td>
<td>DI-HA</td>
<td>69.89</td>
<td>4.23</td>
</tr>
<tr>
<td>Video</td>
<td>HA-DI</td>
<td>33.69</td>
<td>7.50</td>
</tr>
<tr>
<td>Morph</td>
<td>DI-HA</td>
<td>85.09</td>
<td>5.04</td>
</tr>
<tr>
<td>Morph</td>
<td>HA-DI</td>
<td>31.23</td>
<td>6.02</td>
</tr>
<tr>
<td>Static</td>
<td>DI-HA</td>
<td>68.90</td>
<td>2.20</td>
</tr>
<tr>
<td>Static</td>
<td>HA-DI</td>
<td>35.70</td>
<td>4.91</td>
</tr>
</tbody>
</table>

Note. Mean frame numbers which correspond to the categorical boundaries in each transition. The frame count in all types of stimuli starts from 1 and ends at 121. DI = disgust; HA = happiness.

### Table 3. Significance of the Fixed and Random Effects in the Fitted Model

<table>
<thead>
<tr>
<th>Random Effects</th>
<th>Deviance</th>
<th>AIC</th>
<th>$\chi^2$</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>11701.6</td>
<td>11703.6</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Boundary</td>
<td>11176.9</td>
<td>11180.9</td>
<td>524.7</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Fixed Effects

| Transition | 11138.7  | 11146.7 | 38.2   | 2  | <.001 |
| Type        | 11119.8  | 11131.8 | 18.9   | 2  | <.001 |
| Order       | 11119.8  | 11133.8 | < 0.1  | 1  | 0.850 |
| Transition x Type | 11102.1 | 11120.1 | 17.7   | 2  | <.001 |
| Transition x Order | 10757.4 | 10777.4 | 344.7  | 1  | <.001 |
| Type x Order | 10724.5 | 10748.5 | 32.9   | 2  | <.001 |
| Transition x Type x Order | 9811.5 | 9839.5 | 913.0  | 2  | <.001 |

Note. Fixed effects: Transition (happiness-to-disgust or disgust-to-happiness); Type (video, morphs, or static stimuli type); Order (normal or reversed frame order). Random effects: Intercept | Subject (random intercept for each subject); Boundary | Subject (random slope for each subject’s categorical boundary). AIC: Akaike Information Criterion; $\chi^2$: Pearson’s chi-squared statistic; df: degrees of freedom for $\chi^2$; p: significance level. The factors were included in the initial model (with only random Intercept for subjects) one-by-one, in the same order as displayed in the table.
Table 4. Estimated Means of “Happy” Responses and Simultaneous 95% Confidence Intervals for Each Combination of Fixed Factors

<table>
<thead>
<tr>
<th>Fixed Effects Combination</th>
<th>Estimated Mean</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>DI-HA normal order video</td>
<td>.87</td>
<td>[.74; .94]</td>
</tr>
<tr>
<td>DI-HA reversed order video</td>
<td>.53</td>
<td>[.30; .72]</td>
</tr>
<tr>
<td>DI-HA normal order morph</td>
<td>.96</td>
<td>[.91; .99]</td>
</tr>
<tr>
<td>DI-HA reversed order morph</td>
<td>.73</td>
<td>[.52; .89]</td>
</tr>
<tr>
<td>DI-HA normal order static</td>
<td>.71</td>
<td>[.50; .87]</td>
</tr>
<tr>
<td>DI-HA reversed order static</td>
<td>.89</td>
<td>[.77; .96]</td>
</tr>
<tr>
<td>HA-DI normal order video</td>
<td>.42</td>
<td>[.27; .57]</td>
</tr>
<tr>
<td>HA-DI reversed order video</td>
<td>.84</td>
<td>[.72; .91]</td>
</tr>
<tr>
<td>HA-DI normal order morph</td>
<td>.59</td>
<td>[.44; .73]</td>
</tr>
<tr>
<td>HA-DI reversed order morph</td>
<td>.93</td>
<td>[.87; .96]</td>
</tr>
<tr>
<td>HA-DI normal order static</td>
<td>.65</td>
<td>[.49; .79]</td>
</tr>
<tr>
<td>HA-DI reversed order static</td>
<td>.33</td>
<td>[.20; .50]</td>
</tr>
</tbody>
</table>

Figure 4. Proportion of “happy” responses after adaptation to each adaptor type: video, morph, or static expression. Color bars represent estimates for fixed factors of the model; black whiskers represent simultaneous 95% confidence intervals; black dots represent mean raw data.

Figure 5. Mean values and standard errors for all distractor trials with 1, 2, 3 or 5 adaptors.
On the other hand, the estimated probability of categorizing an ambiguous expression as “happy” after adapting to the disgusted-to-happy video recording with the normal frame order is significantly higher than after adapting to the same recording reversed in time. In the happy-to-disgusted video recording, the probability of “happy” responses was significantly lower after adaptation to the normally presented transition, compared to the time-reversed presentation. That is, after adaptation to video recordings the subsequently shown static ambiguous expressions were perceived as more similar to the lastShown frame of the dynamic adaptor, compared to the same adaptor with another frame order (an “assimilative” effect with regards to the emotion on the last frame, or a “contrastive” effect with regards to the emotion on the first frame). The same results were obtained for the morphed adaptors, and the differences between video recordings and morphs were non-significant. The effects of video recordings and morphed sequences were both significantly different from that of the static images.

Bayes factors were calculated for aftereffects in each type of adaptor and pairwise between the aftereffects in three types of adaptors (Table 5). Comparisons of predicted values for normal and reversed adaptors in static, video and morph conditions with Bayesian paired t-tests suggest strong evidence in favor of \( H_1 (BF_{10} > 10000) \). The differences of predicted values between normal- and reversed-adaptor conditions (the strength of the aftereffect) were calculated for each adaptor and each participant and then compared pairwise with Bayesian two-sample t-tests. For video versus static adaptors in both transitions, the Bayes factors suggest differences (\( BF_{10} > 10000 \)). The same result was obtained for morph versus static adaptors. The comparisons of video versus morph adaptors do not provide clear evidence in favor of any of the hypotheses.

### Discussion

In a behavioral experiment with three groups of participants, we used two-alternative forced-choice task to test the influence of static images of happy and disgusted facial expressions and of realistic (recorded from an actor’s face) and artificial (linearly morphed) dynamic transitions between happiness and disgust on the perception of ambiguous images, perceived as 50% happy / 50% disgusted. For each participant, the categorical boundary was estimated individually based on categorization and response time data for static intermediate expressions, collected prior to the main experiment. The two measures were consistent in defining the individual boundaries between categories, at which participants tended to produce slower responses and make categorical decisions about the expressions at chance level.

In the main experiment, contrary to the adaptation to static prototypical expressions, which showed a contrastive aftereffect, both realistic and morphed transitions led to assimilative effects: the ambiguous expressions were perceived and categorized more often as the same emotion as was depicted at the end of dynamic adaptor. We found no evidence in favor of or against the influence of the linear or non-linear nature of the dynamic adaptors. Therefore neither of the study hypotheses about the dynamic adaptors (contrastive or null effect of dynamic adaptors; different influence of realistic and morphed adaptors in the case of a contrastive effect) has been supported. The contrastive effect for static expressions, however, is fully consistent with a number of earlier studies (Butler et al., 2008; Cook et al., 2011; Elamili et al., 2008; Hsu & Young, 2004; Juricevic & Webster, 2012; Leopold et al., 2005). The difference between static and dynamic adaptation aftereffects has also been shown previously (de la Rosa et al., 2013), but the sign of the aftereffect was opposite.

We did not replicate the results of a previous study that used dynamic transitions as adaptors (Korolkova, 2015). Compared to that study, we changed the procedure so that the speed of the transitions was only 20% slower that in the real video recordings of the actress’ face. This was done in order to make the adaptors looking more natural and to make the motion more pronounced. However, the direction of a sequential effect in the present study was opposite to those found previously using the same paradigm (Curio et al., 2010; de la Rosa et al., 2013).

One possible explanation of the lack of a contrastive aftereffect to transitional dynamic expressions and of the greater perceptual similarity of the test stimuli to the ending emotion of dynamic sequences might be related to the so-called representational momentum (RM). This phenomenon occurs when, after observing a moving object (e.g., a car or a runner), a person misjudges its final position as

### Table 5. Linear Contrasts and Bayes Factors between Different Adaptor Types

<table>
<thead>
<tr>
<th>Contrast</th>
<th>z</th>
<th>p</th>
<th>( BF_{10} )</th>
<th>( BF_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HA-DI video normal vs. reversed</td>
<td>-16.029</td>
<td>&lt; .001</td>
<td>1.62 \times 10^{-11}</td>
<td>6.16 \times 10^{-16}</td>
</tr>
<tr>
<td>DI-HA video normal vs. reversed</td>
<td>13.684</td>
<td>&lt; .001</td>
<td>1.05 \times 10^{-12}</td>
<td>9.53 \times 10^{-13}</td>
</tr>
<tr>
<td>HA-DI morph normal vs. reversed</td>
<td>-15.480</td>
<td>&lt; .001</td>
<td>7.18 \times 10^{-12}</td>
<td>1.39 \times 10^{-11}</td>
</tr>
<tr>
<td>DI-HA morph normal vs. reversed</td>
<td>14.940</td>
<td>&lt; .001</td>
<td>1.90 \times 10^{-10}</td>
<td>5.28 \times 10^{-10}</td>
</tr>
<tr>
<td>HA-DI static normal vs. reversed</td>
<td>11.293</td>
<td>&lt; .001</td>
<td>2.08 \times 10^{-11}</td>
<td>4.81 \times 10^{-12}</td>
</tr>
<tr>
<td>DI-HA static normal vs. reversed</td>
<td>-8.457</td>
<td>&lt; .001</td>
<td>6.50 \times 10^{-11}</td>
<td>1.54 \times 10^{-11}</td>
</tr>
<tr>
<td>HA-DI video vs. morph</td>
<td>1.144</td>
<td>.870</td>
<td>0.47</td>
<td>2.14</td>
</tr>
<tr>
<td>DI-HA video vs. morph</td>
<td>-2.128</td>
<td>.247</td>
<td>0.29</td>
<td>3.41</td>
</tr>
<tr>
<td>HA-DI video vs. static</td>
<td>-19.362</td>
<td>&lt; .001</td>
<td>3.31 \times 10^{-16}</td>
<td>3.02 \times 10^{-17}</td>
</tr>
<tr>
<td>DI-HA video vs. static</td>
<td>15.482</td>
<td>&lt; .001</td>
<td>6.02 \times 10^{-10}</td>
<td>1.66 \times 10^{-10}</td>
</tr>
<tr>
<td>HA-DI morph vs. static</td>
<td>-19.087</td>
<td>&lt; .001</td>
<td>3.54 \times 10^{-12}</td>
<td>2.82 \times 10^{-13}</td>
</tr>
<tr>
<td>DI-HA morph vs. static</td>
<td>16.646</td>
<td>&lt; .001</td>
<td>3.64 \times 10^{-10}</td>
<td>2.75 \times 10^{-10}</td>
</tr>
</tbody>
</table>

Note. \( BF_{10} \) denotes the ratio of the likelihood of \( H_1 \) compared to \( H_{10} \) and \( BF_{10} \) — the ratio of the likelihood of \( H_0 \) compared to \( H_1 \).
being further along the motion trajectory. RM has also been shown for non-rigid motion. For example, in face perception, a dynamically presented linear morph from a neutral face to an emotional expression induces a positive bias, so that the emotion on the last frame is judged as more intense than actually presented (Yoshikawa & Sato, 2008). In addition to linear morphing, this effect has also been observed on naturally smiling and frowning faces (Thornhill, 1997). However, for dynamic expressions of intense pain (linearly morphed stimuli), a negative RM has been observed, so that the final frame was judged as less intense than it was (Prigent, Amorim, & de Oliveira, 2018).

In the current study, the perception of fast dynamic transitions might lead to anticipation of the further strengthening of the ending emotion and to greater sensitivity to its cues in the ambiguous test stimuli. As has been shown in previous studies, RM may increase with higher motion speed, but decrease with the more pronounced expression (Yoshikawa & Sato, 2008). The RM effect reaches its maximum at around 300 ms ISI between the prime and the test stimulus (Freyd & Johnson, 1987), which equals the ISI used in our current study. The RM could also induce a temporal shift, so that the test stimuli in our experiment might be partially masked or displaced by the continuing perception of the dynamic expression. If this is the case, the main cause of masking should be face movements only, as in the static adaptor condition no displacement or forward masking was revealed.

In line with this explanation, our results might indicate different mechanisms for sequential effects in static and dynamic facial expressions, as was suggested earlier (Dubé, 1997). More recent brain imaging studies and models of face processing in the brain also support the existence of two separate mechanisms, one of which is mostly related to facial form processing, while the other analyzes its motion and changeable aspects (Bernstein, Erez, Blank, & Yovel, 2018; O'Toole, Roark, & Abdi, 2002; Pitcher, Duchaine, & Walsh, 2014). Consistent with this framework, static face aftereffects (including gender, expression, identity, age, race and face distortion contrastive aftereffects) might occur as an enhanced recognition of deviations from an adapted facial shape which is mostly processed via the ventral pathway, whereas exposure to faces quickly changing their shape involves processing via the dorsal pathway. A further test of the existence of two separate processing routes for static and dynamic aftereffects might use, for example, dynamic adaptors morphed from a male to a female face, or vice versa, and testing on ambiguous male/female faces. If the underlying mechanisms do not depend of the type of changing information, one might expect similar results for changes in gender, expression and other facial characteristics. If, on the other hand, the dynamic face processing system is mostly attuned to ecologically plausible facial movements, there might be a preference for processing only realistic face changes. Further studies are necessary to test these predictions.

Another possible explanation of the results is that the dynamic information in the adaptors used in our study did not have any substantial influence on the aftereffects, but the crucial factor of adaptation was the time of exposure to a full-blown expression at the end of the last adapted transition. Based on group identification data, we calculated the intense expression presentation time from the start or end of the transition to static frames, which would be categorized as "happy" or "disgust" in more than 95% of trials (as estimated by fitting the sigmoid curves to group data). These times for each 1210 ms-long adaptor are the following. In the disgust-to-happy transition, normal-order video / reversed-order video / normal-order morph / reversed-order morph: 400 / 570 / 200 / 670 ms; in the happy-to-disgust transition, normal-order video / reversed-order video / normal-order morph / reversed-order morph: 700 / 150 / 710 / 120 ms; in static adaptors, 1210 ms in all conditions. For conditions with lower (120 – 400 ms) exposure times to the full-blown expression just before the test stimulus, the adaptation led to assimilative effects. For conditions with intermediate (570 – 710 ms) exposure times to the full-blown expression, the proportion of responses to both emotional categories was close to 50/50. For conditions with the longest exposure time (1210 ms in static adaptors), the effect was contrastive. Note that for frames derived from the video recordings, lower exposure times corresponded to the perception of a happy expression, while intermediate exposure times corresponded to the perception of disgust. We therefore cannot separate the effect of exposure time from the effect of emotion (happy or disgusted) based on our data. This might be due to the expression production times for this particular poser only, but it is also possible that a smile (happy expression) is easier to produce in general and therefore it takes less time. In dynamic morphs, the relative duration of the perceived happy expression is still lower than that of the disgust expression. Compared to these exposure times, the ones used previously with dynamic adaptors (Korolkova, 2015) were longer, and might therefore contribute to the contrastive effect as well. The exact time of exposure to a peak expression in two other dynamic adaptation studies is difficult to estimate, based on the reported data (Curio et al., 2010; de la Rosa et al., 2013).

A systematic testing of the influence of presentation times of the dynamic adaptors might be a topic of further studies. Although for static faces, identity and expression aftereffects have been previously systematically explored for different combinations of adaptor and test presentation times, the shortest adaptation time tested in these studies was 1000 ms (Burton et al., 2016; Leopold et al., 2005; Rhodes, Jeffery, Clifford, & Leopold, 2007), which is similar to the time of each dynamic/static adaptor in our study (1210 ms). Even with one second of adaptation and 200 ms of test stimulus presentation, the contrastive effect in the above-mentioned studies had already emerged, compared to one-second adaptation and 3200 ms stimulus presentation (Burton et al., 2016). However, when dynamic neutral-to-fearful adaptors lasted for 360 ms (and the expression on the last frame was not necessarily intense), the effect on the test shown for 250 ms was assimilative (Furl et al., 2010). When static expressions, either prototypical or morphed between fear and disgust, were shown for 400 ms in a pseudo-randomized sequence, a preceding expression, which was relatively far along the morphing continua, elicited contrastive aftereffects, while a preceding expression, which was relatively close in the morphing continua, led to assimilative effects (Hsu & Yang, 2013). Notably, in this study the faces shown before the immediately preceding trial (2-back, 3-back etc.) did not change the expression.
Sequential Effects in the Perception of Facial Expressions

The aim of our study was to explore the sequential after-effects that might be produced by dynamic transitions between prototypical facial expressions of emotion. To achieve this, we conducted an experiment with both static and dynamic adaptors, the influence of which was tested using static test expressions. Contrary to our hypothesis and to the well-known contrastive effect of adaptation to static faces, we found an assimilative bias in the perception of ambiguous faces subsequent to the adaptors. We did not find any evidence related to the influence of qualitative characteristics of the facial movements: linearly changing adaptors or those derived from video clips of an actor. These results might indicate dissociated neural mechanisms for the adaptation to static and dynamic facial information, and the particular importance of adaptor exposure times for the sign of aftereffects.
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Адаптация или ассимиляция? Эффекты последовательности при восприятии динамических и статических эмоциональных экспрессий лица
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Аннотация. При восприятии эмоциональных экспрессий лица могут возникать эффекты последовательности: после продолжительной экспозиции экспрессии-адаптора происходит изменение оценок быстро демонстрируемых тестовых экспрессий. В большинстве исследований, проведенных с использованием статичных адапторов, были получены контрастные эффекты (эффекты адаптации), при которых тестовая экспрессия воспринимается как менее похожая на адаптор. Однако роль динамической информации, содержащейся в экспрессии-адапторе, в возникновении и направленности эффектов последовательности остается до конца не ясной. Мы изучали влияние динамических переходов между экспрессиями радости и отвращения — реалистичных (видеозаписи лица натурщицы) и искусственно созданных путем компьютерного морфинга, — а также статичных изображений данных экспрессий на пике их интенсивности на восприятие амбивалентных переходных изображений, категоризованных наблюдателями в 50% случаях как радость и в 50% — как отвращение. Адаптор длительностью 1210 мс повторялся четыре раза перед демонстрацией тестового стимула на 50 мс. В отличие от статичных экспрессий, которые вызывали контрастные эффекты, оба типа динамических экспрессий — видеофрагменты и динамические морфы — приводили к возникновению эффекта ассимиляции. Амбивалентные экспрессии чаще воспринимались как эмоция той же категории, которой заканчивался динамический адаптор. Не было получено результатов, подтверждающих или опровергающих влияние линейного либо нелинейного характера динамики экспрессии. Результаты указывают на то, что механизмы адаптации к статичным и динамическим экспрессиям могут различаться. Полученные результаты обсуждаются путем сопоставления с данными исследований инертности восприятия и эффектов последействия, проявляющихся при восприятии простых динамических зрительных стимулов. Последние демонстрируют изменение знака (направленности) эффекта последействия в зависимости от длительности адаптации.
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